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The Holy Trinity

AI Ethics
1. Fairness/Unbiased AI
2. Individual Privacy
3. Model Explainability

(the other one).
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AI Ethics: The ‘Holy’ Trinity View
Problems with the Holy Trinity View
1. Broadness is the enemy of nuance.
• explainability ≠ transparency
• privacy: having your data, using your data for research, for 

profit, using your data to your disadvantage?
2. Limited Scope: restricted to non-malicious content 
production with AI.
• Malicious agents aren’t treated with AI Ethics… just ethics.
• They are often presented with the assumption that these are 

issues we want to remedy.
3. Doesn’t cover all non-malicious content issues.
• Intellectual ownership, reliability of response, post hoc 

guardrails.
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Presenter Notes
Presentation Notes
1. Broadness is the enemy of nuance.
2. Limited Scope: restricted to non-malicious content production with AI.
Malicious agents aren’t treated with AI Ethics… just ethics.
They are often presented with the assumption that these are issues we want to remedy.
But AI creates new ways for people or groups to act malevolently.
Frauds  through impersonation, Propaganda at Scale, Disinformation (including Deep Fakes), Manipulative Algorithms – targeting addiction drives, Automated harassment campaigns. Surveillance of general population.
3. Doesn’t cover all non-malicious content issues.
intellectual ownership, reliability of response, post hoc guardrails.





Reid Blackman’s Map of AI Ethics
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Presenter Notes
Presentation Notes

The funny thing about AI Ethics is its very different than Ethics.  
Most ethics tells you what goodness is and what principles should govern your action. But AI ethics is mainly focused on not being bad.

 To be honest, this is a pretty good characterization is on point for many business applications. Which are focused on risk management and not violating some of the laws that are going through legislation right now.


Fortunately, People like Professor Hu and others are working on how to make it a tool for positive social impact., And several educators are trying to figure out 
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Presenter Notes
Presentation Notes
So this isn’t meant to be exhaustive but I do want to bring attention to a few things
.
Clearly there has been a lot of work on AI for good, and much of this is focused on avoiding bad things, 

but one thing this Harwell forum is giving us is a chance to philosophize about what kind of AI is worth pursuing.

When we talk about AI Ethics and Content, it is useful to distinguish between stuff we want to restrict either from entering the models, or getting out once it has influenced the models.  While there are lots of ways to do this, some of the most discussed are post hoc solutions or guard rails. I’ll get back to this in a moment.
The other kind of thing we want from content is the right kinds of output and often more of them.
Explainability has been the big focus and for good reason.
But the two I want to focus on are sensitive topics and response reliability
They’re both very important but in different ways.  Additionally, I think the solutions to these issues might lie in the same direction.
But I’m a philosopher not a computer scientist, so correction, probing or elaboration are welcome.




Why talk about Response 
Reliability instead of Truthfulness 
or eliminating “Careless Speech”?
“Careless speech lacks appropriate care for the 
truth.”

“subtle inaccuracies, oversimplifications, biased 
responses…passed off in a confident tone”

“Unlike related concepts of misinformation, 
disinformation, libel and hallucinations in LLMs, 
careless speech causes unique long term harms 
to science, education and society which resist 
easy quantification, measurement and mitigation” 
(Watcher et al. 2024)
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Careless Speech in Persons and LLMs
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The definition of careless speech may not be 
applicable to LLMs for a couple of reasons.

The mechanisms LLMs use for producing factually 
accurate information are the same as what is used for 
producing misrepresentations, biased information, half-
truths, and hallucinations. So, if careless speech is 
distinct from other problematic speech, they can’t be 
distinguished by virtue of a lack of concern for the truth.

Presenter Notes
Presentation Notes
The main goal of LLM is not truth, but predictive success.


Watcher et al’s LLMs ‘careless speech’ actuall involves LLM’s not caring about the truth in the same way that my coffee cup doesn’t care for the truth.




Careless Speech in Persons and LLMs

9

The definition of careless speech may not be applicable 
to LLMs for a couple of reasons.

More charitably, we could talk about LLMs being designed or not 
designed to produce text or images with a sufficient concern for the 
truth.
Limiting training data to reliable sources and highly controlled RLHF.



Response Reliability

Response Reliability (‘Trustworthiness’) 
is the ability of LLMs to generate outputs 
that are interpreted as

Factually correct

As specific as the conversation requires.

Is not misleading.

  Doesn’t invite incorrect inferences

LLMs response reliability is essential to 
AI for Good.
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Sensitive Topics and 
Response Reliability

The ability to understand sensitive issues 
is important for

• moral education

• reconciliation

• adversarial groups

• diplomacy
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Sensitive Topics

Sensitive Topics are topics that often 
result in heightened emotional states and 
could easily wrong or offend others 
unless

1. one has a nuanced understanding of 
the topic,

2.  understands how others view the 
issue

3. Intends to be respectful of other’s 
social norms
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Sensitive Topics

Sensitive issues include:

• Genocide

• Hate speech 
• Slurs

• Xenophobia

• Racism

• Sex and Gender Discrimination

How does GPT 4o deal with attempt to 
discuss the harmfulness of racial slurs?
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GPT-4o A lesson in Guardrails

I'm sorry, but I can't assist with that request. Providing examples of racial 
slurs, even in the context of mentioning them for research purposes, 
goes against the guidelines for ensuring respectful and safe 
interactions. If you're conducting academic research on sensitive topics, I 
recommend consulting reputable resources, such as academic 
publications or expert analyses, which address the topic in a responsible 
and scholarly manner.
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So, just take off the training 
wheels?
• Of course not!

• Some guardrails should never come 
off:

• E.g. when even sensitive training 
would be inappropriate.

• Cybersecurity
• CBRN (Chemical, Biological, 

Radiological, Nuclear)
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The Hidden Cost of Guardrails
• Post-hoc methods of controlling AI
• Both basic and sophisticated guardrails (word blocks, pattern recognition, adversarial 

training) restrict bad content from getting out.
• They also restrict education on sensitive topics.

• Alternatives? Model Improvements.
• Fine Tuning on labeled data, content restricted training.
• The good news: This is what we need for response reliability.
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The Hidden Cost of Guardrails

• Alternatives? Model Improvements.
• Fine Tuning on labeled data, content restricted training.
• The good news: This is what we need for response reliability.

• Aren’t we already using restricted training?
• OF COURSE!!!
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Presenter Notes
Presentation Notes
Aren’t they already balancing  selective training with guardrails? Yes!


https://cdn.openai.com/spec/model-spec-2024-05-08.html#rules



Concern
Without EVENTUALLY 
eliminating guardrails 
around sensitive speech, 
certain educational 
goals cannot be met 
(under current design).
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Thanks
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David Miguel Gray dmgray2@Memphis.edu
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